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The mass of the top quark is measured using a sample of 93 lepton + 4 or more jets events collected with the
D� detector at the FNAL Tevatron collider. We �nd the top quark mass is 169� 8(stat:)� 8(syst:) GeV/c2.

Since the discovery of the top quark1, D� has

more than doubled its data sample and improved

its methods for measuring the top quark mass.

Preliminary results are presented for �nal states

with a single isolated lepton and four or more jets

for an integrated luminosity close to 115 pb�1.

The analysis assumes that top quarks are pro-

duced as t�t pairs that decay to W bosons and b

quarks. Our �nal states result when one W de-

cays to e� or �� and the other W to q�q. More

than four jets may be present because of �nal and

initial state radiation.

The D� detector and particle identi�cation

techniques are described in detail elsewhere2 .

Events are selected by requiring an isolated e or �,

with El
T > 20 GeV, and j�ej < 2:0 or j��j < 1:7,

missing ET ( /ET )> 20 GeV, at least 4 jets (cone

R �
p
��2 +��2 = 0:5) with ET > 15 GeV and

j�(jets)j < 2:0, /Ecal
T > 25 GeV for e+jets, and

/Ecal
T > 20 for �+jets (where /Ecal

T is calculated by

summing Ex and Ey of all cells in the calorimeter).

The events are separated into two classes: 8 with

a �-tag and 85 without. A �-tagged event has a

� within R = 0:5 of a jet with pT > 4 GeV and

j�j < 1:7. Events without a �-tag must satisfy two

additional requirements that signi�cantly reduce

the background from events without W bosons:

EW
T (� /ET +El

T ) > 60 GeV and j�W j < 2:0.

For every event, a mass (m�t) is calculated

assuming that the event has a t�t pair of unknown

mass and that the 4 jets with highest ET are ei-

ther from W ! q�q or the b jets. If one assumes

/ET is due to the � from the W decaying lepton-

ically, there is only one unmeasured quantity, p�z ,

with three constraints: two from requiring two W

bosons in the event and one from requiring the

masses of t and �t to be equal. There are 12 possi-

ble ways of assigning jets and 2 solutions for pz(�)

for a total of 24 solutions (12 for �-tag events).

Jet energies are corrected to more closely ap-

proximate the 4-momenta of the original par-

tons. These corrections are derived using t�t Her-

wig Monte Carlo events, and the procedure was

checked using Z+jets data as well as Monte Carlo3.

From this study the uncertainty on the over-

all hadronic energy scale is determined to be �

(4%+1 GeV/c2) and limited by the statistics of

Z+jets events.

Of the 93 events, 73 have at least one mass �t

solution with �2 < 7. If more than one solution

satis�es this requirement, m�t of the solution with

smallest �2 is chosen. The m�t distribution for

Monte Carlo t�t events peaks at the correct mt but

has a width that is dominated by jet combinatorics

and not by the intrinsic detector resolution.

Most of the events without a �-tag are not t�t

events and we therefore had to devise ways to dis-

tinguish signal from background. We have iden-

ti�ed four kinematic variables weakly correlated

with the mass of the top quark (mt), that have

very di�erent distributions for signal and back-

ground 4:

v1 � /ET

v2 � A �
3

2
� least eigenvalue of P

v3 �
HT2 � HT �E

j1
T

Hk

v4 �
KTmin � (min of 6 �Rjj) �E

lesser j

T

EW
T

:

where �Rjj is the distance in �, � between any

two jets, A is the aplanarity and P is the normal-

ized momentum tensor of the jets and the W in

the laboratory frame, HT is the scalar sum of ET

of the jets, and Hk is the scalar sum of jpzj of the

jets, charged lepton, and neutrino. The variables

v5 � HT2 and v6 � KTmin are more strongly cor-

related with mt.
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To exploit the di�erences between signal and

background we use two multivariate techniques:

1) Construct a top likelihood discriminant (D) us-

ing normalized signal to background ratios of v1-

v4.

2) Use neural network (NN) techniques5 to con-

struct a top probability discriminant (topprob) us-

ing variables v1-v6.

In the �rst method we de�ne a normalized ra-

tio of distributions

ln top=bkgnd � lnLi(vi)

and form a \likelihood" L for each event

lnL �
X

i

!i lnLi

where !i is a constant weight. Ordinarily, all the

!i would be unity. We �x the !i to nullify any

correlation between L and mt. Because the vari-

ables v1-v4 are only weakly correlated with mt the

!i's are close to 1. Finally we construct

D �
L

1 + L
:

In the second method we construct a discrim-

inant topprob de�ned by

topprob =
s(x)

s(x) + b(x)
;

where s and b are the signal and background dis-

tributions of x, with x = n2 � n4. Here n2 is the

output of a two-variable NN using v5 and v6 and

n4 is that of a four-variable NN using v1-v4.

The neural networks were trained using a

Monte Carlo sample of Herwig generated t�t

events with mt =180 GeV/c2 as signal and as

background a Monte Carlo sample of Vecbos6

generated W+4 or more jets mixed with 20% non-

W background from data. Figure 1 shows the ex-

pected distributions of topprob as function of m�t

for expected top signal (for mt = 170 GeV/c2),

expected background and actual data. Note that

the signal and background have very distinct dis-

tributions and the data show contributions from

both. We found all variables to be well repro-

duced by the Monte Carlo; Fig. 2 shows examples

for observed and expected distributions v3 and v5
for events with only 3 jets (10% t�t), and � 4 jets

(35% t�t).

Figure 1: Scatterplots of topprob vs m�t for a) t�t Monte
Carlo eventswithmt=170 GeV/c2, b) background, c) data.

To determine the signal to background ratio

and the most likely value of mt, we binned the

data and Monte Carlo in 10 GeV bins of m�t and

six regions of top \quality":

1) All �-tag events.

2) HT2 � 90GeV, D � 0:59.

3) HT2 � 90GeV, 0:43 � D < 0:59.

4) HT2 � 90GeV, 0:27 � D < 0:43.

5) HT2 � 90GeV, D < 0:27.

6) HT2 < 90GeV.

The entire sample of events (all 6 regions) is ref-

ered to as PR (precut), and contains an estimated

signal-to-background ratio (S/B) of �1/2. The

�rst 3 regions are t�t enriched and have S/B� 2=1,

we refer to that subsample of 32 events as LB (low

bias). Figure 3 shows the expected distributions

in m�t for t�t events with mt = 150 and mt = 170

GeV/c2, W+jets background and non-W multi-

jet background for the PR and LB samples. Note

that the LB samples have nearly the same peak

values of m�t for t�t Monte Carlo events and have

large acceptance (� 80%) relative to PR, while

the backgrounds are reduced by a factor of 5 and

display no signi�cant peaking in m�t.

To extract mt we maximize the following

Poisson-statistics likelihood function using dis-
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Figure 2: Observed and predicted distributions for vari-
ables v5 and v3 (see text), solid histogram is observed,

dashed is predicted sum of signal and background, shaded
is predicted signal (mt=170 GeV/c2): a) v5 for lepton +

3 jets (exclusive), b) v3 for lepton + 3 jets (exclusive), c)
v5 for lepton + 4 jets (inclusive) d) v3 for lepton + 4 jets

(inclusive)

crete values of mt

L(mt; ps; pb) =
Q

j q(Nj ; psa
s
j + pba

b
j)

q(As
j ; a

s
j) q(A

b
j ; a

b
j);

(1)

where Nj is the number of observed events, and

As
j(a

s
j) and Ab

j (abj) are the number of gener-

ated (true) signal(s) and background(b) events

in any bin j; q(N; a) is the Poisson probability

e�aaN=N !; ps = ns=no and pb = nb=no; ns (nb)

is the expected number of signal (background)

events, and no is the total number of observed

events. The total number of bins is the number of

bins in m�t multiplied by the number of regions of

top \quality".

Monte Carlo samples of 100,000 events were

generated with Herwig 5.7 as function of mt ev-

ery 5 GeV/c2. Data samples with poor electron

�ts or non-isolated muons were used for the non-W

background, along with W+ � 4 jets Monte Carlo

background. We searched for the values of ns and

nb that maximized the likelihood for the PR sam-

ple as a function of mt. The 5 points closest to the

minimum of � lnL were �tted to a quadratic form

to �nd the minimum value, and the closest 9 points
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Figure 3: Distributions of m�t for t�t Monte Carlo events
a) mt= 150 GeV/c2 b) mt= 170 GeV/c2, and background

c) W+jets d) non-W multi-jet. Solid (dashed) histograms
are for events satisy�ng PR (LB) criteria (see text).

to a cubic to determine the uncertainty. The same

procedure was repeated for the LB sample, but in

this case ns was constrained within errors to the

amount expected from the �t to the PR sample.

The distribution in m�t for the LB sample and the

�ts to � lnL are shown in Fig. 4.

The PR and LB samples were also �tted us-

ing 10 bins of topprob, instead of top \quality", to

calculate a Bayesian posterior probability:

P (ns; nb;mt) =
L � p(ns; nb;mt)R

L � p(ns; nb;mt)dnsdnbdmt

;

where p(ns; nb;mt) is the prior probability , cho-

sen here to be at. The probability as a func-

tion of any of the variables (ns, nb or mt) can

be obtained by integrating the posterior probabil-

ity over the other variables. The mean and width

of the probability distributions provide the most

likely value and its uncertainty. Figure 4(c) shows

the mt probability distribution for the LB sample.

The estimated values and statistical errors

from both methods from the PR and LB sam-

ples are given in Table 1. The estimates for the

mass and its error were checked by generating a

large number of ensembles varying the expected

number of signal events. For an input mt of 170

GeV/c2 the ensemble �ts give an average mass of
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Figure 4: a) Distribution of m�t for the LB data sample,
where the solid (dashed) crosses are predictions from �tted

values for the sum of signal and background (just back-
ground). (b) Shows the likelihood as function of mt and

the curves used to determine mass and error for method 1.
(c) Shows the probability as function of mt for method 2.

169 GeV/c2 and an error of 7 GeV/c2. The ex-

pected error is close to that obtained in Table 1,

while the mass has a 1 GeV/c2 shift, for which we

correct.

The systematic error on the mass estimate is

dominated by uncertainties in corrections of the

energy scale that amount to 6.9 GeV/c2. The

next largest uncertainty comes from Monte Carlo

modeling. This is estimated by comparing Her-

wig and Isajet Monte Carlo for signal, and by

generating background W + jets events with dif-

ferent scales in Vecbos. The total uncertainty

from modeling is estimated as 3.3 GeV/c2. Other

sources of systematic errors were found to be small

compared to the two mentioned above. The total

systematic error is 8 GeV/c2. Our best estimate

of the top quark mass is therefore 169�8(stat:)�

8(syst:) GeV/c2.

In conclusion, we analyzed a sample of events

with a single isolated lepton and four or more

jets obtained with a 115 pb�1 exposure of the

D� detector at the Tevatron collider to determine

the top quark mass. Multivariate techniques were

used and very similar results were obtained with

two di�erent methods. The measured top quark

Table 1: Results of �ts to PR and LB samples, for the two
methods as indicated in the �rst column.

mt ns nb
(GeV/c2)

1 PR 168 �10 27.5�7.0 45.5�10.0

LB 168�8 24.5+3:7�5:0 4.9+7:7�2:2

2 PR 169 �10 26.4�7.6 39.5�7.6

LB 168 �7 26.6�5.5 2.4�2.0

mass is 169� 8(stat:)� 8(syst:) GeV/c2.
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